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Ramsey’s Theorem

Definition
For $A \subseteq \mathbb{N}$, let $[A]^n$ denote the set of all $n$-element subsets of $A$.

Theorem (Ramsey, 1930)
Suppose $f : [\mathbb{N}]^n \to \{0, 1, \ldots, k - 1\}$. Then there is an infinite set $H \subseteq \mathbb{N}$ such that $f$ is a constant on $[H]^n$.

This version is denoted by $\text{RT}_k^n$.

(often described in terms of coloring/homogeneous and problem/solution.)
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We use subsystems of second order arithmetic $\mathbb{Z}_2$.

Today we only look at

- $\text{RCA}_0$: $\text{PA}^- + \Sigma^0_1$-induction and $\Delta^0_0$-comprehension;
- $\text{WKL}_0$: $\text{RCA}_0$ and every infinite binary tree has an infinite path;
- $\text{ACA}_0$: $\text{RCA}_0$ and arithmetical comprehension: for $\varphi$ arithmetic, $\exists X \forall n (n \in X \iff \varphi(n))$.

(Subsystems in first order arithmetic has also been used, $I\Sigma_1 < B\Sigma_2 < I\Sigma_2 < \cdots$.)
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Proposition
Given $C$ nonrecursive, there is a nonrecursive set $A \not\geq_T C$.

Proof (Sketch)
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Case 1: There is a split.

Then one of the values $\Phi_{e_1}^{q_1}(x)$ and $\Phi_{e_2}^{q_2}(x)$ must disagree with $C(x)$, choose the extension which give the disagreement.

Case 2: There is no split.

Then if $\Phi_e^A$ is total and $p \subseteq A$ then $\Phi_e^A$ is recursive. $\Phi_e^A$ cannot compute the nonrecursive set $C$. 
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The cohesive principle COH states that for every $R$, there is an infinite $G$ that is $R$-cohesive.

We say that a coloring $f$ for pairs is stable, if for all $x$,

$$\lim_{y \to \infty} f(x, y)$$

exists.

SRT$_2$ states that every stable coloring of pairs has a solution.
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The following is a weaker version of Jockusch and Stephan (1993)

**Theorem**

*Let $R$ be a recursive set and $C$ nonrecursive. Then there is an $R$-cohesive set $G$ with $C \not\leq_T G$.***

We use (effective) Mathias forcing.

- The conditions are pairs $(\sigma, X)$ where $\sigma$ is a finite set, $X$ is an infinite set and $\max \sigma < \min X$.
- $(\tau, Y) \leq (\sigma, X)$ if $\tau \supseteq \sigma$, $Y \subseteq X$ and $\tau \setminus \sigma \subseteq X$.

We say the forcing is recursive if the sets $X$ in the definition are recursive.
COH and cone avoiding

The following is a weaker version of Jockusch and Stephan (1993)

**Theorem**

*Let R be a recursive set and C nonrecursive. Then there is an R-cohesive set G with C ∉ T G.*

We use (effective) Mathias forcing.

- The conditions are pairs \((\sigma, X)\) where \(\sigma\) is a finite set, \(X\) is an infinite set and \(\max \sigma < \min X\).
- \((\tau, Y) \leq (\sigma, X)\) if \(\tau \supseteq \sigma\), \(Y \subseteq X\) and \(\tau \setminus \sigma \subseteq X\).

We say the forcing is recursive if the sets \(X\) in the definition are recursive.
Proof Sketch

Fix $R$ and $C$. The set $D_s = \{ (\sigma, X) : X \subset R^s \lor X \subset (\overline{R}^s) \}$ is dense. That settles $R$-cohesiveness.
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- A sequence of *blobs* is just a recursive sequence of finite sets $\tilde{o}$ such that for each $s$ less than the length of the sequence, $\max o_s < \min o_{s+1}$.

- Let $\tilde{o}$ be a finite sequence of blobs, say of length $h$. Consider the set $T$ of all choice functions $\sigma$ with domain $h$ such that $\sigma(s) \in o_s$. $T$ can be viewed naturally as a tree, called the *Seetapun tree* associated with $\tilde{o}$.

- For a $\Sigma^0_1$-formula $\psi(G)$, we will search for blobs $o$ such that $\psi(o)$ holds.

- For example, for cone avoiding, we are looking for a finite set $o$ having a split $q_1, q_2 \subset o$. 
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Seetapun Disjunctions

Definition
Given a $\Sigma^0_1$-formula $\psi(G)$, an Seetapun disjunction for $\psi$ is a pair $(\bar{o}, S)$, where $\bar{o}$ is a sequence of blobs of length $h > 0$ and $S$ is the Seetapun tree associated with $\bar{o}$, such that:

(i) For each $s < h$, $\psi(o_s)$ holds “independently”.
(ii) For each maximal branch $\tau$ of $S$, there exists a finite subset $\iota \subseteq \tau$ such that $\psi(\iota)$ holds. We refer to the set $\iota$ as a thread (in $\tau$).

Key observation: For an Seetapun disjunction, either there is a blob $o \subseteq D$ or there is a thread $\iota \subseteq \bar{D}$. Seetapun disjunction is $D$-save!
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Given a $\Sigma^0_1$-formula $\psi(G)$, an **Seetapun disjunction** for $\psi$ is a pair $(\vec{o}, S)$, where $\vec{o}$ is a sequence of blobs of length $h > 0$ and $S$ is the Seetapun tree associated with $\vec{o}$, such that:

(i) For each $s < h$, $\psi(o_s)$ holds “independently”.

(ii) For each maximal branch $\tau$ of $S$, there exists a finite subset $\nu \subseteq \tau$ such that $\psi(\nu)$ holds. We refer to the set $\nu$ as a **thread** (in $\tau$).
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Proof Sketch

Fix $\Delta_2^0$ set $D$ and nonrecursive set $C$. We want to find and infinite $H \subset D$ or $\subset \overline{D}$ satisfying

$$R_{e,i} : \Phi^H_e \neq C \lor \Phi^H_i \neq C.$$  

We recursively enumerate blobs containing an $e$-split.

Case 1. This sequence of blobs is finite, i.e., after $\langle o_i : i \leq s \rangle$ there is no more $e$-splits.

Then we simply move the construction “above the last blob”. We refer this as skipping.
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Case 2. The sequence of blobs is infinite. Then we form Seetapun tree along the way and check if every branch $\tau$ contains an $i$-split.

Subcase 2.1. Every branch $\tau$ contains an $i$-split, i.e., we found an Seetapun disjunction.

Then either $D$ contains a blob $o$ or $\overline{D}$ contains a thread $\iota$. Say $D \supset o$. We choose the subset of $o$ which gives us the value $\neq C$.

Subcase 2.2. No Seetapun disjunction occurs.

Then we get an infinite subtree $T$ of the Seetapun tree. Any infinite branch will not see an $i$-split.
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This is only a sketch

The above sketch overlooked the interaction between requirements; and selection of the infinite set.

For a complete proof (not mentioning Seetapun disjunctions), reader can refer to Hirschfeldt *Slicing the Truth*, World Scientific, 2015.
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An application

- (Chong, Slaman and Yang 2012) Stable Ramsey’s Theorem for pairs does not imply Ramsey’s Theorem for Pairs.

- The idea of Seetapun disjunction is important in the proof.

- To distinguish Case 1 and Case 2, one needs 0″.
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Nonstandard model

- Nonstandard models are crucial in the proof.
  - We divide $M$ many requirements into $\omega$ many blocks.
  - The case 1/case 2 switch for each block needs one bit information.
  - In some nonstandard model, we can code $\omega$ many bits by a single number $a$.
  - Using $a$, 0′ is sufficient to carry out the construction, not 0″.

- It is known that the method does not apply to $\omega$.

- Question: What happens in $\omega$-models?
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